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Abstract
For the Lie algebra sl2, we give an explicit form of an irregular-singular version
of the KZ equation. In the simplest non-trivial cases these KZ equations
reproduce the quantum Painlevé equations QPII–QPV possessing affine Weyl
group symmetry, found previously by one of the authors.

PACS numbers: 02.30.Hq, 02.20.Sv, 02.30.Ik

1. Introduction

Let g be a complex simple Lie algebra, and let V1, . . . , Vn be g-modules. The Knizhnik–
Zamolodchikov (KZ) equation is a system of linear differential equations for the unknown
function u ∈ V1 ⊗ · · · ⊗ Vn,

κ
∂u

∂zi

=
∑
j (�=i)

�(i,j)

zi − zj

u (i = 1, . . . , n), (1.1)

where κ is a parameter and �(i,j) stands for the quadratic Casimir element of Ug acting
non-trivially on the ith and j th tensor factors. Operators appearing on the right-hand side of
(1.1) are the Gaudin Hamiltonians well known and studied in integrable systems.

It was observed some time ago [1, 2] that the KZ equation gives a quantum version of the
monodromy preserving deformation of linear differential equations. The interpretation goes
as follows. Let U = U(z1, . . . , zn) be a fundamental solution of (1.1). Consider also the
KZ equation which has one more singularity at z0 = z, and let Ũ (z) = Ũ (z, z1, . . . , zn) be a
fundamental solution with values in End(V0) ⊗ End(V1 ⊗ · · · ⊗ Vn). Then Y (z) = U−1Ũ (z)

satisfies

∂Y

∂z
=

n∑
i=1

Ai

z − zi

Y, (1.2)
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∂Y

∂zi

= − Ai

z − zi

Y, (1.3)

where Ai = (1/κ)U−1�(0,i)U . Equations (1.2), (1.3) are identical in form to the auxiliary
linear system of the Schlesinger equations. Hence the same equations hold in the present case
for the matrices Ai with non-commutative entries. The classical case is recovered in the limit
h̄ = 1/κ → 0.

Monodromy preserving deformation of linear differential equations with irregular
singularities was studied in [3]. In addition to the position of the poles zi , there appear
new deformation parameters (the parameters of irregularity). In [1] the case with multiple
poles was also treated, but equations with respect to the parameters of irregularity have not
been discussed. The case with poles of order at the most two was studied later from different
points of view in [4–6]. Recently, Gaudin Hamiltonians with irregular singularities have
attracted attention in connection with the geometric Langlands correspondence [7, 8].

To the authors’ knowledge, the KZ equation with respect to the parameters of irregularity
has not been written explicitly in the literature beyond the case of Poincaré rank 1 (i.e., double
poles). The aim of the present note is to do that in the simplest case g = sl2. From the argument
of [1], it is well expected that the corresponding isomonodromy deformation equations lead to
a quantization of Painlevé and degenerate Garnier equations. Indeed, in the simplest cases we
find the quantum Painlevé equations with affine Weyl group symmetry of types II through V
(to be denoted by QPII–QPV), which have been introduced previously3 by one of the authors
[9].

The text is organized as follows. In section 2, we summarize some facts about the Gaudin
Hamiltonians associated with a Lax operator having poles of arbitrary order. In section 3,
we introduce confluent Verma modules for sl2. In section 4, we define the confluent KZ
equation. We also give integral formulae for solutions. In section 5, we interpret them as
quantization of monodromy preserving deformation from KZ equation following the recipe
of [1]. In particular, we identify the Hamiltonians of the quantum (irregular) Schlesinger-type
systems with the (generalized) Gaudin Hamiltonians. In section 6, we discuss examples of
the quantum Painlevé equations QPI–QPV.

We note here that the quantum Schlesinger-type system and the quantum Painlevé
equations are not quite equivalent. Certainly the latter is obtained from the former by
eliminating some entries of the associated linear equation, but in this process it is necessary to
invert them. Namely we are forced to work in the quotient skew field generated by these non-
commutative elements. For the KZ equation associated with highest weight-type modules,
this invertibility fails. Hence our integral solutions to the KZ equation do not give rise to
solutions to the quantum Painlevé equations. It remains an open question to find solutions to
the latter.

Throughout this note, we set g = sl2, g[t] = g ⊗ C[t], and denote by e, f, h the standard
basis of g. For a non-negative integer r, we denote by g(r) = g[t]/tr+1g[t] the Lie algebra of
truncated polynomials over g.

2. Gaudin Hamiltonians

In this section, we collect necessary facts about the Gaudin Hamiltonians for sl2 associated
with a rational L operator. The materials in this section are fairly standard. For the connection
with conformal coinvariants (see, e.g., [7]).

3 The case QPIII has not been considered in [9]. For comparison we also consider QPI which has no affine Weyl
group symmetry.
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Let z1, . . . , zn,∞ be distinct points on P
1, and let r1, . . . , rn, r∞ be non-negative integers.

Set a = (⊕n
i=1g

(i)
)⊕ g(∞), where

g(i) = g[t]/tri+1g[t] (1 � i � n), g(∞) = tg[t]/tr∞+1g[t].

Let further ã = g(0) ⊕ a, where g(0) = End(C2) and C
2 is the standard two-dimensional

representation of g. Denoting by x(i)
p the image of x ⊗ tp under the embedding g(i) → ã, we

set

�(i,j)
p,q = e(i)

p f (j)
q + f (i)

p e(j)
q + 1

2h(i)
p h(j)

q .

The following element of ã is called an L operator:

L(z) =
n∑

i=1

ri∑
p=0

�
(0,i)
0,p

(z − zi)p+1
−

r∞∑
p=1

zp−1�
(0,∞)
0,p .

It satisfies the commutation relation

[L(z) ⊗ 1, 1 ⊗ L(w)] = −
[

P

z − w
,L(z) ⊗ 1 + 1 ⊗ L(w)

]
, (2.1)

where P ∈ End(C2 ⊗ C
2) stands for the transposition. Define

�(z) = 1
2 tr(L(z)2).

The commutation relation (2.1) implies

[L(z),�(w)] = [L(z), L(w)]

z − w
, (2.2)

[�(z),�(w)] = 0. (2.3)

Introducing the Laurent coefficients G
(λ)
k ∈ U(a) by

�(z) =
2ri∑

k=−∞
G

(i)
k (z − zi)

−k−2 (z → zi),

=
2r∞∑

k=−∞
G

(∞)
k zk−2 (z → ∞),

we have

�(z) =
n∑

i=1

2ri∑
p=−1

G(i)
p

(z − zi)p+2
+

2r∞∑
p=2

G(∞)
p zp−2.

From (2.2) we deduce that

G
(i)
k (ri � k � 2ri, i = 1, . . . , n), G

(∞)
k (r∞ + 1 � k � 2r∞) (2.4)

are central elements of U(a), while for the element G(∞)
r∞ we have[

G(∞)
r∞ , L(z)

] = [
�

(0,∞)
0,r∞ , L(z)

]
. (2.5)

From (2.3), the remaining coefficients{
G

(i)
k

∣∣ − 1 � k � ri − 1, i = 1, . . . , n
} ∪ {G(∞)

k

∣∣ 2 � k � r∞ − 1
}

(2.6)

are mutually commutative. We call them (generalized) Gaudin Hamiltonians. Later these
elements will be used to construct the confluent KZ connection. We shall also use

G
(∞)
1 =

n∑
i=1

G
(i)
−1, G

(∞)
0 =

n∑
i=1

(
ziG

(i)
−1 + G

(i)
0

)
, (2.7)
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which belong to the above commutative family. Explicitly the elements (2.6) are given by

G
(i)
k = 1

2

∑
p+q=k
p,q�0

�(i,i)
p,q −

∑
p,q�0

(
p + q

p

)
z
q

i �
(i,∞)
k+p+1,p+q+1

+
∑
j (�=i)

∑
p,q�0

(
p + q

p

)
(−1)p

(zi − zj )p+q+1
�

(i,j)

k+p+1,q (k � −1), (2.8)

G
(∞)
k = 1

2

∑
p+q=k
p,q>0

�(∞,∞)
p,q −

n∑
i=1

∑
p,q�0

(
p + q

p

)
z
q

i �
(i,∞)
p,p+q+k (k � 1). (2.9)

Note that for G
(∞)
0 we must use (2.7) since the expression (2.9) does not apply.

3. Confluent Verma modules

In this section, we introduce confluent Verma modules which will be used in subsequent
sections.

Let b = Ce ⊕ Ch, b(r) = b[t]/tr+1b[t]. For an (r + 1)-tuple of parameters γ =
(γ0, . . . , γr−1, γr) ∈ C

r × C
×, consider the induced module

M(γ ) = Ind
g(r)

b(r)
C1γ , (3.1)

where C1γ denotes the one-dimensional b(r)-module given by

(e ⊗ tp)1γ = 0, (h ⊗ tp)1γ = γp1γ (0 � p � r). (3.2)

We call (3.1) confluent Verma module of Poincaré rank r with parameter γ .
We shall consider also a variant of (3.1) for the Lie subalgebra g′

(r) = tg[t]/tr+1g[t].

Taking γ = (0, γ ′) with γ ′ ∈ C
r−1 × C

× and regarding M(γ ) as g′
(r)-module, we define its

subquotient

M ′(γ ′) = M̃ ′(γ ′)/(f ⊗ t r · M̃ ′(γ ′)), M̃ ′(γ ′) = U(g′
(r))1γ .

Since [h0, g
′
(r)] ⊂ g′

(r) the action of h0 = h ⊗ t0 is well defined on M ′(γ ′), so we shall regard
M ′(γ ′) as a module over g′

(r) ⊕ Ch0.
In fact, the module M(γ ) is obtained from the special case M(γ 0) (γ 0 = (γ0, 0, . . . , 0, 1))

as a twist by an automorphism,

ρ(γ0, γ
′) = ρ(γ 0) ◦ ϕ(γ ′),

where ρ(γ ) : U(g(r)) → End(M(γ )) stands for the structure map. The automorphism ϕ(γ ′)
of g(r) is defined from the derivations {dk}0�k�r−1 given by dk(ξ ⊗ tp) = pξ ⊗ tp+k (ξ ∈ g).
Consider the system of linear differential equations for g(r)-valued functions ξp,

Dk(ξp) = pξk+p (0 � k � r − 1), (3.3)

where

Dk =
r−k∑
p=1

pγk+p

∂

∂γp

.

These equations are integrable because

[dk, dl] = (l − k)dk+l , [Dk,Dl] = (l − k)Dk+l

4
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hold, where we set γp = 0 for p > r and dp = 0,Dp = 0 (p � r). Let ξp(γ ′) be the
unique solution of (3.3) satisfying the initial condition ξp(0, . . . , 0, 1) = ξ ⊗ tp. Then the
automorphism ϕ(γ ′) is given by

ϕ(γ ′) : g(r) → g(r), ξ ⊗ tp �→ ξp(γ ′). (3.4)

Remark. The module M(γ 0) has a realization on the vector space C[x0, x1, . . . , xr ] with
1γ = 1. The generators act by the following formulae:

f ⊗ t k = xk, (3.5)

h ⊗ t k = δk,r − 2
∑
p�0

xp+k∂p + γ0δk,0, (3.6)

e ⊗ t k = ∂r−k −
∑

p,q�0

xp+q+k∂p∂q + γ0δk,0∂0. (3.7)

Here ∂p = ∂/∂xp, and xp = ∂p = 0 for p > r . Similarly we have a realization of M ′(γ ′) on
C[x1, . . . , xr−1]. For example, when r = 3 and γ ′ = (γ1, γ2, γ3), solving equations similar
to (3.3) we obtain for M ′(γ ′) = C[x1, x2],

e1(γ
′) = γ

1/3
3 ∂2 + 1

2γ
−1/3
3 γ2∂1, e2(γ

′) = γ
2/3
3 ∂1, e3(γ

′) = 0,

f1(γ
′) = γ

1/3
3 x1 + 1

2γ
−1/3
3 γ2x2, f2(γ

′) = γ
2/3
3 x2, f3(γ

′) = 0,

h1(γ
′) = −2γ

1/3
3 x2∂1 + γ1, h2(γ

′) = γ2, h3(γ
′) = γ3.

In the sequel, these explicit formulae are not relevant. We shall use only equations (3.3).

4. Confluent KZ equation

From now on, we regard M(γ ) as realized on a fixed underlying vector space M(γ0, 0, . . . , 1),
where the action of the generators ξ ⊗ tp obey equation (3.3). Where necessary we exhibit
the γ -dependence explicitly as ξp(γ ).

Retaining the notation of section 2, let us consider a family of a-modules

M(γ) = M(1) ⊗ · · · ⊗ M(n) ⊗ M(∞) (4.1)

parametrized by γ = (γ (0), . . . , γ (∞)), where

M(i) = M(γ (i)), γ (i) = (
γ

(i)
0 , . . . , γ (i)

ri

) ∈ C
ri × C

×,

M(∞) = M ′(γ (∞)), γ (∞) = (
γ

(∞)
1 , . . . , γ (∞)

r∞

) ∈ C
r∞−1 × C

×.

We set

h0 =
n∑

i=1

h
(i)
0 + h

(∞)
0 .

On (4.1), the central elements (2.4) act as the scalar

G
(λ)
k = β

(λ)
k · id (rλ � k � 2rλ, (λ, k) �= (∞, r∞)), (4.2)

β
(λ)
k = 1

4

∑
p+q=k

p,q�δλ,∞

γ (λ)
p γ (λ)

q +

(
k + 1

2
− δλ,∞

)
γ

(λ)
k . (4.3)

In the exceptional case (λ, k) = (∞, r∞) we have in place of (4.2)

G(∞)
r∞ + 1

2γ (∞)
r∞ h0 = β(∞)

r∞ · id,

5
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which follows from[
G(∞)

r∞ , L(z)
] = [

1
2γ (∞)

r∞ σ 3, L(z)
] = −[ 1

2γ (∞)
r∞ h0, L(z)

]
.

In the last line σ 3 = (1 0
0 −1

)
and we used

[L(z), h0 + σ 3] = 0.

Fixing a parameter κ , we define the differential operators


(i)
k =

⎧⎨⎩−κ
∂

∂zi

+ G
(i)
−1 (k = −1),

−κD
(i)
k + G

(i)
k − β

(i)
k (0 � k � ri − 1),

(4.4)


(∞)
k =

⎧⎪⎨⎪⎩
−κD

(∞)
0 + G

(∞)
0 − 1

4
h0(h0 + 2) (k = 0),

−κD
(∞)
k + G

(∞)
k − β

(∞)
k +

1

2
h0 · γ

(∞)
k (1 � k � r∞ − 1).

(4.5)

The additional terms β
(λ)
k , (1/2)h0 · γ (∞)

k are introduced in order to ensure that all but a finite
number of the operators vanish,


(λ)
k = 0 (k � rλ).

The term (1/4)h0(h0 + 2) in D
(∞)
0 is inserted for convenience.

Consider now the system of linear differential equations


(i)
−1u = 0 (1 � i � n), (4.6)


(λ)
k u = 0 (0 � k � rλ − 1, λ = 1, . . . , n,∞). (4.7)

Here u is a M(γ)-valued unknown function in the variables z = (z1, . . . , zn) and γ. We call
(4.6), (4.7) the confluent KZ equation. Since 

(λ)
k ’s commute with h0, we may consider them

on each eigenspace M(γ)d of h0 with eigenvalue
∑n

i=1 γ
(i)
0 − 2d. We note also that (4.6),

(4.7) imply the homogeneity relation

κ

(
D

(∞)
0 −

n∑
i=1

(
D

(i)
0 + zi

∂

∂zi

))
u =

(
n∑

i=1

β
(i)
0 − h0

2

(
h0

2
+ 1

))
u.

The following lemma shows that this system is integrable.

Proposition 4.1. We have[


(i)
−1, 

(j)

−1

] = 0 (1 � i, j � n),[


(i)
−1, 

(λ)
k

] = 0 (0 � k, 1 � i � n, λ = 1, . . . , n,∞),[


(λ)
k , 

(µ)

l

] = δλ,µκ(k − l)
(λ)
k+l (0 � k, l, λ, µ = 1, . . . , n,∞).

Proof. The assertion follows from the commutativity of the Hamiltonians (2.6), along with
the following relations which can be verified directly:[

D
(λ)
k ,G

(i)
−1

] = ∂

∂zi

G
(λ)
k ,[

D
(λ)
k ,D

(µ)

l

] = δλ,µ(l − k)D
(λ)
k+l ,[

D
(λ)
k ,G

(µ)

l

]− [
D

(µ)

l ,G
(λ)
k

] = δλ,µ(l − k)G
(λ)
k+l ,[

D
(λ)
k , β

(µ)

l

]− [
D

(µ)

l , β
(λ)
k

] = δλ,µ(l − k)β
(λ)
k+l ,[

D
(λ)
k , γ

(µ)

l

]− [
D

(µ)

l , γ
(λ)
k

] = δλ,µ(l − k)γ
(λ)
k+l . �

6
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The known integral formula for solutions for the KZ equation [13, 14] has a straightforward
generalization to the present setting. Define the master function

�(t; z,γ) = �1(z,γ)1/(2κ)�2(t; z,γ)1/κ ,

where t = (t1, . . . , td) and

�1(z,γ) =
∏

1�i<j�n

⎧⎪⎪⎨⎪⎪⎩(zi − zj )
γ

(i)
0 γ

(j)

0 exp

⎛⎜⎜⎝−
∑

p,q�0
p+q>0

(
p + q

p

)
1

p + q

(−1)p

(zi − zj )p+q
γ (i)

p γ (j)
q

⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭

× exp

⎛⎜⎜⎝−
n∑

i=1

∑
p,q�0
p+q>0

(
p + q

p

)
1

q + 1
z
q

i γ
(i)
p γ (∞)

p+q

⎞⎟⎟⎠ ,

�2(t; z,γ) =
∏

1�a<b�d

(ta − tb)
2

d∏
a=1

n∏
i=1

⎧⎨⎩(ta − zi)
−γ

(i)
0 exp

⎛⎝∑
p>0

1

p

γ (i)
p

(ta − zi)p

⎞⎠⎫⎬⎭
× exp

⎛⎝ d∑
a=1

∑
p>0

t
p
a

p
γ (∞)

p

⎞⎠ .

Set further for x ∈ g

x(t; z,γ) =
n∑

i=1

∑
p�0

x(i)
p (γ (i))

(t − zi)p+1
−
∑
p�1

x(∞)
p (γ (∞))tp−1.

Let 1γ stand for the tensor product of 1γ (λ) ’s.

Proposition 4.2. With an appropriate choice of cycles , the function

u =
∫



d∏
a=1

dta · �(t; z,γ)

d∏
a=1

f (ta; z,γ) · 1γ

taking values in M(γ)d is a solution to the confluent KZ equation.

Proof. First we recall a formula from algebraic Bethe ansatz for the Gaudin system.
We abbreviate x(t; z,γ) to x(t). Denote by λ(z) the eigenvalue of h(z) on 1γ , and set
λ̃(z) = λ(z) −∑d

a=1 2/(z − ta). Noting that

[x(z), y(w)] = − 1

z − w
([x, y](z) − [x, y](w)),

[�(z), f (t)] = − 1

t − z
(f (z)h(t) − f (t)h(z)),

we obtain

(�(z) − �(z))

d∏
a=1

f (ta)1γ =
d∑

a=1

⎛⎝λ(ta) −
∑
b(�=a)

2

ta − tb

⎞⎠ f (z)

z − ta

d∏
b(�=a)

f (tb)1γ,

where �(z) = 1
4 λ̃(z)2 − 1

2 λ̃′(z). This formula allows us to find the action of the Gaudin
Hamiltonians on the integrand. The assertion can then be verified by a direct substitution. �

7
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5. Monodromy preserving deformation

In this section, following the recipe of [1, 2] we discuss the connection with the monodromy
preserving deformation. From now on, we use the parameter h̄ = 1/κ in place of κ .

Let U be an invertible matrix solution to the confluent KZ equation (4.6), (4.7), and let
Ũ (z) be the matrix solution to the extended system obtained by adjoining the point z0 = z and
the two-dimensional g-module C

2 with r0 = 0. Then it is immediate to see that the quantity
Y (z) = U−1Ũ (z) satisfies the equations

∂

∂z
Y = A(z)Y, (5.1)

∂

∂zi

Y = B
(i)
−1(z)Y, (5.2)

D
(λ)
k Y = B

(λ)
k (z)Y. (5.3)

Here we have set

A(z) = h̄U−1L(z)U =
n∑

i=1

ri∑
p=0

A(i)
p

(z − zi)p+1
−

r∞∑
p=1

zp−1A(∞)
p ,

B
(i)
k (z) = −

ri−k−1∑
p=0

A
(i)
p+k+1

(z − zi)p+1
,

B
(∞)
k (z) =

⎧⎪⎨⎪⎩
−
∑r∞−k

p=0
zpA

(∞)
p+k +

1

2
σ 3γ

(∞)
k (k � 1),

zA(z) +
∑n

i=1

(
ziB

(i)
−1(z) + B

(i)
0 (z)

)− h̄

4
− h̄

2
(h0 + 1)σ 3 (k = 0).

The coefficient matrices in (5.1)–(5.3) have the form

A
(λ)
k =

(
1
2 h̄

(λ)
k f̄

(λ)
k

ē
(λ)
k − 1

2 h̄
(λ)
k

)
,

where the entries satisfy the rescaled commutation relations[
ξ̄

(λ)
k , η̄

(µ)

l

] = h̄δλ,µζ
(λ)

k+l , with ζ = [ξ, η].

The integrability condition for (5.1)–(5.3) gives rise to a system of nonlinear differential
equations for them with respect to the ‘time’ variables z and γ. These are the quantization of
the (irregular) Schlesinger system.

Lemma 5.1. The quantized Schlesinger system given above are Hamiltonian equations. The
Hamiltonians corresponding to the vector fields ∂/∂zi and D

(λ)
k are given by

H
(i)
k = h̄U−1G

(i)
k U (1 � i � n,−1 � k � ri − 1),

H
(∞)
k =

⎧⎪⎪⎨⎪⎪⎩
h̄U−1G

(∞)
k U +

h̄

2
h0γ

(∞)
k (1 � k � r∞ − 1),

h̄U−1G
(∞)
0 U − h̄

h0

2

(
h0

2
+ 1

)
(k = 0).

Proof. The proof being similar, we consider the case of D
(i)
k (1 � i � n, k � 0).

8
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In the commutation relation (2.2), the singular part at w = zi gives

[
G

(i)
k , L(z)

] =
⎡⎣∑

p�0

�
(0,i)
0,p+k+1

(z − zi)p+1
, L(z)

⎤⎦ .

Conjugating with U−1 we obtain[
H

(i)
k , A(z)

] = −[B(i)
k (z), A(z)

]
.

Hence the integrability condition implies

0 =
[

∂

∂z
− A(z),D

(i)
k − B

(i)
k (z)

]
= D

(i)
k A(z) − ∂B

(i)
k

∂z
− [

A(z),H
(i)
k

]
.

We now note that the second term can be written as

∂B
(i)
k

∂z
=
∑
p�0

(p + 1)
A

(i)
p+k+1

(z − zi)p+2
= D(i)

k A(z),

where D(i)
k means D

(i)
k acting only on the time variables, regarding the dynamical variables as

constant. In summary we have obtained

D
(i)
k A(z) = [

A(z),H
(i)
k

]
+ D(i)

k A(z),

showing that
{
H

(i)
k

}
0�k�ri−1 are the Hamiltonians for the time flow with respect to γ (i). �

Remark. The symplectic structure of the isomonodromy deformation equations has been
studied in [10]. Apparently the explicit formula for the corresponding Hamiltonians is not
known in general. For the Lie algebra gln, formulae for the Gaudin Hamiltonians in [11, 12]
may help in this regard.

6. Examples: quantum Painlevé equations

In the previous section, we considered the quantum Schlesinger system for ξ̄p, which are linear
operators defined on each (finite-dimensional) graded component of M(γ). In this section, we
write them allowing for formal inverse of ξ̄p’s. Namely, we consider the quotient skew field
generated by the latter. Calculating examples as in [15], we reproduce the quantization of
Painlevé equations with the affine Weyl group symmetries. These equations have been found
previously by one of the present authors [9] as a quantization of the Noumi–Yamada system
[16].

The case of QPV. Let n = 2, r1 = r2 = 0, z1 = 0, z2 = 1 and r∞ = 1. We set

e
(∞)
1 = f

(∞)
1 = 0, h

(∞)
1 = −κη, γ

(∞)
1 = −κη.

It is easy to see that the quantities

h̄
(1)
0 + h̄

(2)
0 ,

Ci = 1
2 h̄

(i)
0 h̄

(i)
0 + ē

(i)
0 f̄

(i)
0 + f̄

(i)
0 ē

(i)
0 (i = 1, 2),

are the first integrals. We shall reduce the quantum Schlesinger equation in terms of the
coordinates which are invariant under the gauge transformation A

(i)
0 → XA

(i)
0 X−1 by a

diagonal matrix X. More specifically, setting

h̄
(1)
0 + h̄

(2)
0 = −θ∞ − 2h̄, Ci = 1

2 (θi − h̄)(θi + h̄),

9
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we parametrize the entries as follows:

h̄
(1)
0 = 2µ̂ + θ0 − h̄, h̄

(2)
0 = −2µ̂ − θ0 − θ∞ − h̄,

f̄
(1)
0 = −(µ̂ + θ0)û, f̄

(2)
0 =

(
µ̂ +

θ0 − θ1 + θ∞
2

)
ûλ̂,

ē
(1)
0 = û−1µ̂, ē

(2)
0 = −(ûλ̂)−1

(
µ̂ +

θ0 + θ1 + θ∞
2

)
.

The commutation relations for the new variables λ̂, µ̂, û, θ0, θ1 and θ∞ derived from those of
ξ̄

(i)
0 read

[û, λ̂] = 0, [û, µ̂] = h̄û, [θ∞, λ̂] = [θ∞, µ̂] = 0,

[λ̂, µ̂] = −h̄λ̂, [θ∞, û] = 2h̄û,

and θ0, θ1 are central. The corresponding quantized Schlesinger system is

η
∂

∂η
λ̂ = ηλ̂ − 2(λ̂ − 1)µ̂(λ̂ − 1) −

(
θ0 − θ1 + θ∞

2
λ̂ − 3θ0 + θ1 + θ∞

2

)
(λ̂ − 1),

η
∂

∂η
µ̂ =

(
µ̂ +

θ0 − θ1 + θ∞
2

)
λ̂µ̂ − (µ̂ + θ0)λ̂

−1

(
µ̂ +

θ0 + θ1 + θ∞
2

)
,

η
∂

∂η
û · û−1 =

(
µ̂ +

θ0 − θ1 + θ∞
2

)
λ̂ + λ̂−1

(
µ̂ +

θ0 + θ1 + θ∞
2

)
− (2µ̂ + θ0),

and θ0, θ1, θ∞ are constants, with the Hamiltonian H
(∞)
0 . In order to compare these with

the quantum fifth Painlevé equation in [9], we make a further change of variables. For the
parameters we set

α0 = 2C − θ0 − θ1 + θ∞
2

, α1 = −C − β + θ0, α2 = −C − α1 + β +
θ0 + θ1 + θ∞

2
,

α3 = 1 − α0 − α1 − α2, h = −h̄,

where C and β are determined by

C2 − θ0 − θ1 + θ∞
2

C +
h(θ0 − θ1 + θ∞ − h)

4
= 0,

β

(
(−θ0 + θ1 + θ∞)

2
+ β − h

)
+

h

2

(
(−θ0 + θ1 + θ∞)

2
+ 2β − h

2

)
= 0.

As for the functions λ̂, µ̂, let

f̂ 0 = η
1
2

1 − λ̂
, f̂ 1 = (1 − λ̂)

µ̄λ̂−1 + λ̂−1µ̄

2η
1
2

(1 − λ̂),

f̂ 2 = η
1
2 − f̂ 0, f̂ 3 = η

1
2 − f̂ 1,

µ̄ = µ̂ + C − α1

λ̂ − 1
.

Writing the equations in these new variables, we have the quantum fifth Painlevé equation

[f̂ i , f̂ i+1] = h, [f̂ i , f̂ i+2] = 0,

η
∂

∂η
f̂ i = f̂ i f̂ i+1f̂ i+2 − f̂ i+2f̂ i+3f̂ i +

(
1

2
− αi

)
f̂ i+2 + αif̂ i+2 (i ∈ Z/4Z),

which has an action of the affine Weyl group of type A
(1)
3 as Bäcklund transformations.

10
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The other Painlevé equations are derived in a similar manner. In what follows, we give
the choices for n, ri, γ

(j)

i , transformations of ξ̄
(j)

i , and Hamiltonians.

The case of QPIV. Let n = 1, r1 = 0, z1 = 0, r∞ = 2 and

γ
(∞)
1 = −2κη, γ

(∞)
2 = −2κ,

h
(∞)
1 = −2κη, e

(∞)
2 = 0, f

(∞)
2 = 0, h

(∞)
2 = −2κ.

We transform the variables as
h̄

(1)
0 = (

1
2 (q̂p̂ + p̂q̂) + 2θ0

)
, ē

(1)
0 = −û−1p̂

(
1
2 q̂p̂ + 2θ0

)
, f̄

(1)
0 = 1

2 ûq̂,

ē
(∞)
1 = û−1(p̂q̂ + 2θ0 + 2θ∞), f̄

(∞)
1 = −û.

The commutation relations derived from ξ̄
(j)

i read

[θ∞, q̂] = 0, [θ∞, p̂] = 0, [θ∞, û] = h̄û,

[û, q̂] = 0, [û, p̂] = 0, [p̂, q̂] = −2h̄,

and θ0 is central. The Hamiltonian is

H
(∞)
1 = h̄U−1G

(∞)
1 U +

h̄

2
h0γ

∞
2 = −h̄U−1�

(1,∞)
0,1 U − 1

h̄
(2θ∞ + h̄)

= − 1

2h̄
(q̂p̂q̂ + p̂q̂p̂ − 2ηp̂q̂ + 2θ0(2p̂ + q̂) + 2θ∞q̂ − 2η(2θ0 − h̄) + 2(2θ∞ + h̄))

= 1

2h̄

(
ĤIV − η

(
2α1

3
+

α2

3
+ 2h̄

)
− 2α1 − α2 − 2h̄

)
,

where ĤIV is the Hamiltonian of the quantum fourth Painlevé equation in [9] where

f̂ 0 = 2η − p̂ − q̂, f̂ 1 = p̂, f̂ 2 = q̂,

α0 = 2(1 + θ0 − θ∞), α1 = 2(θ0 + θ∞), α2 = −4θ0.

The case of QPIII. Let us first present a quantization of PIII with affine Weyl group symmetry,
as it has not been discussed in [9]. Let KIII be a skew field with generators p̂, q̂, α1, α2 and
η, and with commutation relations [p̂, q̂] = h (h ∈ C) and α1, α2, t are central. We define a
quantized Hamiltonian ĤIII by

ĤIII = 1
4 (p̂q̂(p̂ − 1)q̂ + (p̂ − 1)q̂p̂q̂ + q̂p̂q̂(p̂ − 1) + q̂(p̂ − 1)q̂p̂)

+ 1
2 (α0 + α2)(q̂p̂ + p̂q̂) − α0q̂ + ηp̂,

where α0 = 1 − 2α1 − α2. We define a C-derivation δη by

δη(f ) = 1

h
[ĤIII, f ] + η

∂f

∂η
(f ∈ KIII).

The Heisenberg equations for p̂ and q̂ are

δη(q̂) = 1

h
[ĤIII, q̂] = 2q̂p̂q̂ − q̂2 + (α0 + α2)q̂ + η,

δη(p̂) = 1

h
[ĤIII, p̂] = −2p̂q̂p̂ + q̂p̂ + p̂q̂ − (α0 + α2)p̂ + α0.

We define further the transformations for the generators of KIII as follows:

α0 α1 α2 η q̂ p̂

s0 −α0 α1 + α0 α2 η q̂ + α0p̂
−1 p̂

s1 α0 + 2α1 −α1 α2 + 2α1 −η q̂ p̂ − 2α1q̂
−1 + ηq̂−2

s2 α0 α1 + α2 −α2 η q̂ + α2(p̂ − 1)−1 p̂ .

11
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Then si’s preserve the commutation relations and satisfy the relations

(si)
2 = 1, (s0s1)

4 = 1, (s1s2)
4 = 1.

Hence W = 〈s0, s1, s2〉 gives a representation of the affine Weyl group of type C
(1)
2 . Moreover,

si (i = 0, 1, 2) commute with the derivation δη.
Now, we turn to the confluent KZ equation. Let n = 1, r1 = 1, z1 = 0, r∞ = 1 and

e
(∞)
1 = f

(∞)
1 = 0, h

(∞)
1 = −κη, γ

(∞)
1 = −κη, γ

(1)
1 = −κη.

We change variables as

ē
(1)
0 = (wp)−1

(
θ0

2
+

1

2
h̄

(1)
0 h̄

(1)
1 + ē

(1)
1 f̄

(1)
0

)
, f̄

(1)
0 = −q̂wp̂, h̄

(1)
0 = −θ∞,

ē
(1)
1 = w−1(p̂ − 1), f̄

(1)
1 = −wp̂, h̄

(1)
1 = 2p̂ − 1.

Their commutation relations derived from ξ̄
(j)

i are

[θ∞, q̂] = 0, [θ∞, p̂] = 0, [θ∞, w] = 2h̄w,

[w, q̂] = h̄wp̂−1, [w, p̂] = 0, [p̂, q̂] = −h̄,

and θ0 is central. The Hamiltonian is

H
(1)
0 = h̄U−1G

(1)
0 U = h̄U−1

(
1

2
�

(1,1)
0,0 − �

(1,∞)
1,1

)
U

= 1

h̄

(
q̂(p̂ − 1)q̂p̂ − h̄q̂(1 − p̂) + θ∞q̂p̂ +

θ0 + θ∞
2

q̂ + ηp̂ +
θ2
∞
4

− η

2
+

h̄θ∞
2

)
= 1

h̄

(
ĤIII − h̄2

2
+

(α0 + α2)
2

4
− η

2

)
,

where α0 = (θ0 + θ∞)/2 and α2 = −(θ0 − θ∞)/2.

The case of QPII. Let n = 0, r∞ = 3 and

γ
(∞)
1 = −κη, γ

(∞)
2 = 0, γ

(∞)
3 = −2κ,

e
(∞)
3 = f

(∞)
3 = 0, h

(∞)
3 = −2κ, h

(∞)
2 = 0.

We change variables as

ē
(∞)
1 = 2û−1(2p̂q̂ + θ), f̄

(∞)
1 = ûq̂, h̄

(∞)
1 = −4p̂ − η

ē
(∞)
2 = 4û−1p̂, f̄

(∞)
2 = −û.

The commutation relations derived from ξ̄
(j)

i are

[θ, q̂] = 0, [θ, p̂] = 0, [θ, û] = h̄û,

[û, q̂] = 0, [û, p̂] = 0, [p̂, q̂] = −h̄

2
.

The Hamiltonian is

H
(∞)
2 = h̄U−1G

(∞)
2 U = h̄

2
U−1�

(∞,∞)
1,1 U = 4

h̄

(
q̂p̂q̂ + p̂2 +

η

2
p̂ +

θ

2
q̂

)
= −4

h̄
ĤII,

where ĤII is the Hamiltonian of the quantum second Painlevé equation in [9] where

f̂ 0 = −η

2
− p̂ − q̂2, f̂ 1 = p̂, f̂ 2 = q̂, α1 = −θ/2.

The case of QPI. This case corresponds to a representation of tg[t]/t4g[t] such that

e
(∞)
3 = 0, f

(∞)
3 = 1, h

(∞)
3 = 0.

12
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Such modules do not belong to the confluent Verma modules M ′(γ ′) in section 3. In both
cases, the central elements ξ ⊗ t r of g′

(r) act as a scalar χ(ξ), where χ is a linear form
t rg[t]/tr+1g[t] → C. Under the identification (t rg[t]/tr+1g[t])∗ � g∗ � g, χ for M ′(γ ′)
corresponds to a semi-simple element γrh ∈ g, while here it is a nilpotent element e ∈ g. For
such modules the preceding considerations do not apply directly, and we do not know how to
write the KZ equation in general and their integral solutions.

Here we are content to formally deriving QPI by considering the system

∂Y

∂z
= (

σ +z2 + A
(∞)
2 z + A

(∞)
1

)
Y,

∂Y

∂η
= (

σ +z + A
(∞)
2

)
Y,

where we set η = γ
(∞)
1 ,

σ + =
(

0 1
0 0

)
, A(∞)

p =
(

h̄p/2 f̄ p

ēp −h̄p/2

)
,

and ξ̄p’s satisfy the commutation relations of tg[t]/t4g[t] scaled by h̄. With the change of
variables

ē
(∞)
1 = q̂, f̄

(∞)
1 = − 1

2 (2ûp̂ + û2q̂ + 4q̂2) − η − √
2C, h̄

(∞)
1 = √

2(p̂ + ûq̂),

ē
(∞)
2 = −

√
1
2 , f̄

(∞)
2 =

√
1
2

(
1
2 û2 − 2q̂

)
, h̄

(∞)
2 = û,

the commutation relations become

[C, q̂] = 0, [C, p̂] = 0, [C, û] = −h̄
√

2,

[û, q̂] = 0, [û, p̂] = 0, [p̂, q̂] = −h̄.

The Hamiltonian is

H
(∞)
2 = h̄U−1G

(∞)
2 U = h̄

2
U−1�

(∞,∞)
1,1 U = 1

h̄

(
p̂2

2
− 2q̂3 − (η +

√
2C)q̂

)
.

Note that C commutes with p̂, q̂ and H
(∞)
2 . Redefining η we obtain a quantization of the

Hamiltonian

HI(q, p, t) = 1
2p2 − 2q3 − tq

for the first Painlevé equation.
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